
Vol.:(0123456789)1 3

Multimedia Systems 
https://doi.org/10.1007/s00530-020-00733-x

SPECIAL ISSUE PAPER

Application of machine learning in ocean data

Ranran Lou1 · Zhihan Lv1   · Shuping Dang5 · Tianyun Su2,3,4 · Xinfang Li2,3,4

Received: 9 October 2020 / Accepted: 5 December 2020 
© The Author(s), under exclusive licence to Springer-Verlag GmbH, DE part of Springer Nature 2021

Abstract
In recent years, machine learning has become a hot research method in various fields and has been applied to every aspect 
of our life, providing an intelligent solution to problems that could not be solved or difficult to be solved before. Machine 
learning is driven by data. It learns from a part of the input data and builds a model. The model is used to predict and analyze 
another part of the data to get the results people want. With the continuous advancement of ocean observation technology, 
the amount of ocean data and data dimensions are rising sharply. The use of traditional data analysis methods to analyze 
massive amounts of data has revealed many shortcomings. The development of machine learning has solved these shortcom-
ings. Nowadays, the use of machine learning technology to analyze and apply ocean data becomes the focus of scientific 
research. This method has important practical and long-term significance for protecting the ocean environment, predicting 
ocean elements, exploring the unknown, and responding to extreme weather. This paper focuses on the analysis of the state 
of the art and specific practices of machine learning in ocean data, review the application examples of machine learning 
in various fields such as ocean sound source identification and positioning, ocean element prediction, ocean biodiversity 
monitoring, and deep-sea resource monitoring. We also point out some constraints that still exist in the research and put 
forward the future development direction and application prospects.
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1  Introduction

Nowadays, big data has become the focal discussion and 
attention in various industries [1]. Through various data 
generated in production and life, we can summarize the 
laws of nature and society and predict future trends. Ben-
efitting from advances in ocean observation technology 
and system processing capabilities, different types of ocean 
data exceeding TB level are collected from various kinds 
of sensor equipment every day [2–4]. The ocean itself is a 
huge and complex ecosystem, including many disciplines 
and fields, involving marine chemistry, marine geology, 
physical oceanography, marine biology, etc. For ocean data 
research, collecting data is only one aspect, while how to 
process these ocean big data with different types and sources 
for scientific research is an urgent problem that we need to 
solve. In the past, people were still in the stage of acquiring 
and analyzing ocean data, and the application of ocean data 
was not extensive.

Making full use of big ocean data can help human beings 
achieve better development in the research of responding 
to climate change, protecting the ecological environment, 
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and preventing natural disasters [5–9]. Traditional ocean 
data processing and analysis mostly use manual classifica-
tion and recognition, traditional statistical analysis, ocean 
model simulation and other methods. These methods are 
often affected by subjective factors and cannot truly describe 
the hidden information in the data. Moreover, most of the 
big data in the ocean are unstructured or semi-structured 
data, with complex or unrelated relationships among the 
data, which also poses challenges to the traditional statisti-
cal analysis and ocean model simulation [10]. The numerical 
model itself needs to be cautious and professional in its reali-
zation. When a large amount of external information cannot 
be obtained and computing resources and expertise are lim-
ited, the results are not satisfactory. With the development 
and popularization of machine learning technology, the use 
of machine learning algorithms to analyze the application of 
big data have become a hot research fields. Big data provides 
sufficient data support for machine learning to extract pat-
terns and build models [11]. Machine learning algorithms 
learn from a large amount of data and build models. Com-
pared with traditional ocean data analysis methods, it has 
the advantages of high accuracy, low complexity, and less 
calculation, and in some cases, it reduces data requirements. 
At present, machine learning is used in ocean big data to 
identify and locate under the sea, predict marine elements, 
marine life distribution, and climate analysis [12–15]. This 
paper will discuss the definition of machine learning and 
the latest development of machine learning application in 
ocean data, summarize the problems involved, and analyze 
the future research directions.

2 � Machine learning

A learning problem can be defined as a problem that 
improves the performance of a task through some type 
of training experience [16]. What is machine learning? 
Machine learning is an interdisciplinary subject involv-
ing mathematics, statistics, and computer science, it uses 
instance data or past experience to train computers to opti-
mize certain performance standards [17]. With the rapid 
increase in the amount of data in various industries, the use 
of appropriate machine learning algorithms can improve the 
efficiency of data analysis and processing, and solve some 
practical problems. Figure 1 shows the process of machine 
learning.

In 1950, Turing, the “Father of Artificial Intelligence”, 
invented the famous “Turing Test”, which initiated scientific 
research on artificial intelligence. In 1957, Frank Rosenb-
latt proposed the Perceptron concept and designed the first 
neural network. In 1969, Marvin Minsky and Seymour 
Papert raised the XOR problem in their book “Perceptron”, 
which brought machine learning into a low ebb. In 1985, 

Rumelhart, Hinton and Williams proposed the well-known 
back propagation (BP) algorithm [18], which becomes the 
essential algorithm of neural networks. In 1990, various 
machine learning algorithms such as support vector machine 
(SVM), random forest (RF), and logistic regression (LR) 
came out, which are capable of completing basic recognition 
and classification tasks. In 2006, Hinton and Salakhutdinov 
invented the deep learning algorithm [19]. Figure 2 shows 
the algorithm for feature learning through a multi-layer per-
ceptron (MLP) with multiple hidden layers. MLP consists 
of an input layer, an output layer, and a hidden layer. There 
can be multiple hidden layers. The input data will undergo 
a series of weighted sums in the hidden layer. After calcu-
lating the weighted summation of each hidden neuron, the 
result is applied to a non-linear function, the so-called acti-
vation function, and the result of this function is weighted 
and summed to obtain the output. The emergence of deep 

Fig. 1   Machine learning process

Fig. 2   Deep learning of multi-layer perceptron
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learning has also promoted the current upsurge in machine 
learning research. For example, in 2012, the Hinton research 
team used deep learning to win the most influential Ima-
geNet competition in the field of computer vision. In the 
Go game held in March 2016, the AlphaGo robot, which 
applied the principles of deep learning, defeated Lee Sedol, 
the world champion of Go and a professional player with a 
nine-dan rank and a total score of 4-1.

Machine learning is divided into supervised learning and 
unsupervised learning according to whether the sample data 
contains label data. Supervised learning algorithms learn 
from the labeled train data and make label predictions on 
the test data. Unsupervised learning algorithms do not need 
to learn from labeled train data, they learn the structural 
features between the data from the unlabeled sample data, 
and classifies them according to the learned features.

3 � Application status

3.1 � Sound source identification and location

One of the main applications of ocean data is to use acoustic 
data to identify and locate at sea. Before applying machine 
learning, matching field processing (MFP) was the most 
common ocean positioning method. MFP is a general beam-
forming method that uses the spatial complexity of the sound 
field in ocean waveguides to locate sources in range, depth, 
and azimuth or to infer the parameters of the waveguide 
itself [20, 21]. However, the use of MFP for marine sound 
source localization relies on marine environmental informa-
tion so this method can only be used in simple and stable 
environments [22, 23]. Machine learning provides a more 
reliable method for marine source location. It can learn 
directly from data without simulating the marine environ-
ment [22].

In the 1990s, researchers began to use machine learn-
ing to study marine acoustics [24, 25]. Commonly used 
machine learning algorithms for maritime positioning are 
SVM, RF, feedforward neural network (FNN), and convo-
lutional neural network (CNN). Using these algorithms of 
machine learning, it is possible to conduct applied research 
on ship positioning, ship classification, and estimating sea-
bed distance, and they have achieved better research results 
compared with MFP [22–27]. In 2017, Niu et al. preproc-
essed the normalized sample covariance matrix constructed 
by the pressure received by the vertical linear array and input 
it into three machine learning models: FNN, SVM and RF 
to learn the source range, proved the potential of machine 
learning in underwater source location [22]. At the same 
time, they used ship acoustic data at different speeds in the 
Santa Barbara Strait to prove the effectiveness of SVM and 
FNN machine learning classifiers for acoustic localization 

[26]. Van Komen et al. proved the feasibility of using deep 
learning CNN to simultaneously determine the seabed 
type and source range from the 1s pressure time series of 
impulsive sounds [27]. Although machine learning uses 
data-driven advantages to overcome the disadvantages of 
traditional marine sound source positioning that requires 
environmental factors, new problems have also followed. 
The existing marine acoustic data cannot meet the amount of 
data required for training models. For the research of ocean 
sound source positioning, this is the next problem that needs 
to be solved.

3.2 � Ocean forecast

Sea surface temperature, sea waves, sea ice, etc. are all 
important ocean elements. The analysis and prediction of 
these elements are of great significance to disaster preven-
tion, environmental protection, and weather forecasting. 
Numerous algorithms of machine learning provide accurate 
and efficient methods for analyzing and predicting ocean 
elements. However, the use of machine learning to predict 
ocean elements still has the problem of insufficiently clear 
characteristics.

Sea surface temperature Sea surface temperature (SST) 
depends on the heat budget of sea water. It has obvious diur-
nal change and seasonal change, especially the change of 
geographical distribution, and has important influence on 
climate and marine ecosystem [28–30]. The long short-term 
memory (LSTM) neural network has a strong learning and 
predictive ability for time series data such as SST, and its 
structure is shown in Fig. 3. The network selectively memo-
rizes the input from the previous node through input gates, 
forget gates, and output gates, and determines the output 
of the current state. Based on LSTM, Xiao et al. built a 
5-layer deep neural network model for SST anomaly (SSTA) 
prediction, as shown in Fig. 4, at the same time, the Ada-
Boost integrated learning model was used to solve the prob-
lem of overfitting. Machine performance was improved by 
combining these two powerful and heterogeneous models 
[31]. They also established a spatio-temporal deep learning 
model, using convolutional long short-term memory (Con-
vLSTM) as a building block for training, and had relatively 
accurate prediction results for the short-term and mid-term 
daily forecasts of SST [32]. Lins et al. proposed to predict 
seasonal SST through the SVM [33].

Waves Nowadays, wave forecasting provides great con-
venience for people’s sea life, and is helpful for shipping, 
fishing, national defense, and offshore energy exploration; 
not only that, the prediction of ocean waves also helps to 
study the energy transmission and material exchange of 
marine ecology [35]. The formation of ocean waves is a 
complicated seawater movement process, which is the propa-
gation of the undulating shape of the sea surface and a wave 
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formed by the periodic vibration of water quality points 
when they leave the equilibrium position and propagate 
in a certain direction. Traditional ocean wave forecasting 
is to establish a numerical model by simulating the wave 
evolution process generated by the wind field acting on the 
ocean surface. Currently, the third-generation wave fore-
casting model is usually used, including the WAM (Wave 
Model) established by the WAMDI team in 1988 [36], the 
SWAN (Simulating Wave Nearshore) model developed by 
Booij et al. [37] and the WAVEWATCH III model developed 
by Tolman et al. [38]. However, these forecasting models 
require more and accurate input data, the forecasting time 
is long, the complexity is high, and the forecasting effect is 
not satisfactory. In recent years, the use of machine learning 
to predict ocean waves has become the focus of attention 
of researchers and has been widely used. Artificial neural 
network(ANN) is widely used to predict wave parameters 
[39–42]. Rao and Mandal in 2005 used the neural network 
approach to estimate wave parameters from the wind field 
generated by cyclones [43]. Compared with traditional 
numerical prediction models, neural networks improve 
accuracy, reduce complexity, reduce the amount of calcu-
lation, and in some cases, reduce the need for data. As a 
commonly used classification algorithm, SVM is also one of 
the machine learning algorithms for predicting ocean waves 
[44, 45]. Mahjoubi and Mosabbeb used the current wind 

speed and the hourly wind speed in the previous six hours 
collected from the deep water of Lake Michigan as input 
data, used the SVM to predict the wave height, and used the 
same data with the ANN and Radial Basis Function (RBF). 
Multiple evaluation indexes [deviation, correlation coeffi-
cient (R), root mean square error (RMSE) and scatter index 
(SI)] show that SVM can be successfully used in wave height 
prediction and the error of SVM is slightly better than that 
of ANN [44]. Compared with ANN, SVM does not over-
fit, requires fewer parameters, shorter calculation time, and 
higher accuracy. For the time series interpolation problem 
of buoy missing data, these software algorithms are also 
applicable [46–48]. To meet the constantly changing data 
flow, Durán-Rosal et al. proposed to use the evolutionary 
unit neural network (EPUNN) and use the linear model as 
the input part to reconstruct the data. This method has good 
performance in the real case of reconstruction of a large 
number of lost data on 6 wave buoys in the Alaska Bay [48].

Ocean eddy Eddy is a vortex-type water vortex, also 
known as a black hole in the ocean. Ocean eddies are usu-
ally caused by tides. The global ocean circulation is also 
largely affected by mesoscale ocean eddies [49]. These 
eddies exist in all sea areas around the world and play a role 
in the transmission of kinetic energy in the ocean circulation. 
To monitor and track eddy currents, Franz et al. proposed a 
framework that combines CNN with the image processing 

Fig. 3   Long short-term memory 
network structure [34]

Fig. 4   Neural network structure 
for predicting SSTA [31]
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tool Kanade–Lucas–Tomasi (KLT), and compared with the 
LSTM. This method achieves a high recognition rate and 
accuracy [49]. Bai et al. developed a deep learning method 
called streampath-based region-based convolutional neural 
networks (SP-RCNN) for automatically identifying ocean 
vortices from flow field data. First, a large-scale eddy dataset 
is constructed from ocean current data through a stream-
path-based method. Then the multi-layer features in the 
neural network are combined with the features of the eddy, 
and more particles are placed in the eddy domain image to 
enhance the display of the eddy; the mean average precision 
(mAP) of the monitoring results is 90.64% ; the success of 
detection rate (SDR) is 98.91% , which solves the problem 
that it is difficult to detect the eddy in the sparse flow path 
area. This is also the first method to apply deep learning 
technology to identifying eddy currents in flow field data 
[50]. In addition, the use of machine learning can also pre-
dict turbulence processes and ocean flow fields, and classify 
eddies [51, 52].

3.3 � Ocean biodiversity monitoring

Biodiversity is a broad concept that describes the degree of 
diversity in the natural world. May believes that from the 
genetic diversity within the native population of a species to 
the genetic diversity between geographically different popu-
lations of the same species, to communities or ecosystems, 
biodiversity exists at many different levels [53]. Compared 
with land, there are more types of marine life, but people pay 
less attention [54]. Machine learning is expected to replace 
methods such as equation fitting and manual monitoring, 
making marine biological monitoring more accurate, con-
venient and efficient.

To better study marine life, researchers use various data 
collected in the ocean and combine machine learning algo-
rithms to carry out various experiments. Researchers such as 
Wei and others used the RF to predict global seabed biomass 
in the Census of Marine Life (CoML) project; this method 
models the complex and potentially nonlinear relationships 
between ocean attributes and seabed conventional populations, 
analyzing the cycle of organic matter effectively predicts the 
biomass and abundance of the global seabed [55]. Fish species 
classification is one of the important studies of marine life. In 
the 1990s, scientists tried to use Principal Component Analy-
sis (PCA) and linear discriminant analysis to extract the main 
characteristics of fish are classified, but the accuracy is not 
high [56, 57]. Huang et al. proposed a new balanced optimiza-
tion tree (BEOTR) classifier with rejection options for live fish 
recognition. After the recognition phase, a rejection system 
based on Gaussian Mixture Model (GMM) is added to the 
classifier. The rejection function evaluates the posterior prob-
ability of the test sample, which can overcome some misclassi-
fications in the BEOTR classifier. The classifier tested 24,150 

artificially labeled images containing 15 common fish species 
in the waters of Taiwan, with an accuracy rate of 74.8% [58]. In 
2018, Siddiqui et al. used a CNN model pre-trained in a pub-
lic image set to extract features from 16 different fish images 
in the temperate and subtropical coastal waters of Western 
Australia, and finally applied the linear one-to-many strategy 
SVM performs classification with an accuracy of 94.3% [59]. 
In addition, for more marine biological research, Reus et al. 
established the first publicly available seagrass image dataset 
and proposed a machine learning method to automatically esti-
mate seagrass coverage on the seafloor, and studied the use of 
CNN to describe seagrass patches and superpixels [60]; Glotin 
et al. used machine learning to study sperm whale bioacoustics 
[61, 62]; Al-Barazanchi et al. used CNN not only to classify 
plankton images, but also to extend to new classifications [63].

3.4 � Deep‑sea resource monitoring

Human development is inseparable from the development and 
utilization of various resources. Today, when land resources 
are gradually depleted, people have turned their attention to 
the deep ocean. There are huge reserves of various energy 
and minerals in the deep sea. Deep-sea resource development 
will not only significantly increase the world’s resource base, 
but also bring considerable economic benefits to the world in 
the future. Measuring distribution is an indispensable task in 
the early stage of seabed resource development. Traditional 
marine resource exploration requires various types of observa-
tion equipment to sample and use mathematical methods for 
modeling, which is very time-consuming, labor-intensive and 
has low accuracy. Machine learning can quickly and accurately 
measure and model deep resources.

The deep-sea iron-manganese nodules found in the Clar-
ion–Clipperton Zone (CCZ) of the Pacific Ocean are a huge 
potential source of metals such as nickel, cobalt, and manga-
nese. To obtain data on the quantity and quality distribution 
of nodules in the CCZ, Hari et al. proposed a method based 
on artificial neural network is used to model the nodule 
parameters in CCZ using limited data available in the open 
domain [64]. Similarly, to measure the coverage of nodules, 
Jie used side scan sonar and Automatic Underwater Vehicle 
(AUV) collected data on the Clarion and Clipperton Frac-
ture Zone (CCFZ), and proposed an ANN based evaluation 
The PMN abundance of metal nodules has a test accuracy 
of 84% [65].

4 � The problem

4.1 � Data

First of all, in terms of ocean data standards, with the devel-
opment of ocean observation technology, the data standards 
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collected by various observation methods are also different, 
which is a challenge for data-driven machine learning. Ocean 
metadata is the main means to solve ocean data management. 
The current ocean metadata standards include marine envi-
ronmental data inventory (MEDI), European directory of the 
initial ocean-observing system (EDIOS), array for real-time 
geostrophic oceanography (ARGO) and many more. These 
standards apply to different scopes. Therefore, establishing a 
unified ocean data standard is one of the important prerequi-
sites for improving the use rate of machine learning in marine 
data and the accuracy of the model. Second, in terms of data 
preprocessing, due to different data sources and diverse data 
types, sometimes it is necessary to apply different types and 
different sources of data to the machine learning model. It 
takes a long time to analyze the data before building the model. 
For preprocessing, the fusion technology of various marine 
data will be improved in the future to improve the efficiency 
of model building. Finally, in terms of data volume, although a 
large amount of ocean observation data is generated every day, 
the types of these data are not evenly distributed, and some 
types of data cannot meet the needs of machine learning, such 
as source identification and positioning in the ocean. Among 
them, the amount of marine acoustic data is not enough to 
meet the training needs of the model. In the future, it is neces-
sary to expand the scope of marine monitoring and increase 
the amount of various data collection.

4.2 � Scope of application

At present, most of the application of machine learning in 
ocean data is to select data of a specific geographic range for 
experimental research. There are no comparative experiments 
for different sea areas. The environment of each sea area is 
different, and the input data of the model is quite different. 
Therefore, whether the research method can be applied in 
other regions is a problem that researchers need to solve in 
the research process.

4.3 � Algorithms comparison

Machine learning has many algorithms, and the applica-
tion scenarios in the ocean are increasing. In research, most 
researchers use existing algorithm transformation or multi-
algorithm comparison for training, and it is not clear which 
algorithm should be used in the research field. To be suitable, 
an optimal solution should be found by constantly adjusting 
the algorithm, which requires a huge time cost.

5 � Application prospects

In the future, machine learning will be widely used in 
ocean data to prevent natural disasters, marine environ-
ment monitoring, marine resource development, marine 
transportation research, and other fields. Through the 
continuous expansion of marine data, it will promote the 
development of the marine industry.

In the prevention of natural disasters, the use of data col-
lected by marine sensors, meteorological satellites and other 
observation methods, through the analysis of machine learn-
ing algorithms, improves the level of forecasting and early 
warning of severe maritime weather in coastal areas and 
reduces the loss of life and property. A typhoon is a tropical 
cyclone that carries huge amounts of energy. Wherever it 
goes, it may bring natural disasters such as squalls and rains 
to people. The emergence of machine learning will improve 
the traditional typhoon prediction model and make the pre-
diction more accurate [66–68].

In the field of marine environmental monitoring, the 
three-dimensional monitoring network composed of sea, 
land and air is used to monitor the entire sea area, and 
machine learning is used to better identify marine environ-
mental problems such as marine red tides, storm surges, sea 
waves, sea ice, and marine oil spills. In recent years, with the 
increasing frequency of offshore oil exploration and devel-
opment and marine transportation activities, and frequent oil 
spills, marine oil spill pollution has become one of the most 
important threats to the marine environment. The analysis 
and processing of ocean image data using CNN can effec-
tively classify and identify oil spills. [69–72]. As shown in 
Fig. 5, the output of each layer of CNN is the input of the 
next layer. Through the convolutional layer, the features are 
extracted. Through the pooling layer, similar features are 
merged to reduce the amount of data and generalize general 
features. The fully connected layer merges the results after 
convolution and pooling. With the rapid development of the 
aquaculture industry, the degree of eutrophication has inten-
sified, and the concentration and structure of nutrients in the 
water body have changed, resulting in the frequent occur-
rence of harmful algal blooms. In the future, the water envi-
ronment can be predicted and identified through machine 
learning. Prevent red tide from polluting sea water [73–75].

In the field of Marine resource development, machine 
learning in marine fish identification and monitoring tech-
nology is applied to fishery development, so as to make 
fishery fishing more efficient and create higher economic 
benefits [76, 77]. In addition, it can regulate fishing behav-
iors, prevent ecological damage, and facilitate the supervi-
sion of law enforcement personnel [78, 79].

With the development of economic globalization, more 
and more ships are participating in maritime trade. Unlike 
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land transportation, maritime transportation has the char-
acteristics of uncertain ship routes, which makes maritime 
traffic monitoring increasingly difficult. In the near future, 
it is expected to use machine learning to improve mari-
time traffic conditions and calculate ship density through 
ocean big data combined with ship traffic information and 
port and waterway information; reduce traffic accidents 
caused by harsh ocean environments; assess the risk of 
sailing routes through harsh environments and remote 
areas [80–84].

Over the past period of time, wireless communication 
technology has made considerable progress [85–89]. A 
large amount of ocean observation data is wireless trans-
mission data. It is especially important to properly manage 
these wireless sensors to ensure that they can reliably and 
continuously transmit data [90]. In the future, while using 
machine learning to efficiently analyze wireless transmission 
data, wireless sensors can also be reasonably controlled [91].

Today, neuromorphic computing is very popular. Silicon 
neurons provide a medium that can simulate neural networks 
directly in hardware, and they are more suitable for real-time 
large-scale neural simulations than those performed on gen-
eral purpose computers [92]. Multicompartment emulation 
is an important step to enhance the biological realism of 
neuromorphic system and to further understand the compu-
tational power of neurons. It can accurately reproduce the 
biodynamics of a single neuron. So far, scientists have pro-
posed a neuromorphic structure that can be used to realize a 
large-scale biologically meaningful neural network with one 
million multicompartment neurons [93]. By combining work 
on event-based neuromorph systems, activity-driven event-
based vision sensors can quickly output compressed digital 
data in the form of events [94]. Based on this, underwater 
identification will become more efficient in the future.

In addition, the analysis of ocean data through machine 
learning may also solve scientific issues such as global 
warming, sea level rise, and “La Madre” [95, 96]. “La 

Madre” is also known as the “Pacific Decade Oscillation”, 
which alternately appears over the Pacific in two forms of 
“warm phase” and “cold phase”. Each phenomenon lasts for 
20 to 30 years. When the “La Madre” phenomenon appears 
in the form of “warm phase”, the water temperature of the 
sea near the North American continent will rise abnormally, 
while the temperature of the North Pacific ocean surface will 
drop abnormally; when the “cold phase” appears, the situ-
ation is just the opposite. The cold phase period is a period 
of concentrated outbreaks of global strong earthquakes. The 
development of machine learning and ocean data mining 
technology may provide a new idea for the study and predic-
tion of “La Madre” phenomenon.

6 � Conclusions

From the various applications of machine learning in ocean 
data at this stage, it can be seen that machine learning has 
changed the traditional way of manually performing ocean 
data analysis, improved the efficiency of data analysis, and 
provided solutions for specific scientific research problems 
in this field. The new method is of great significance for 
revealing the laws of the ocean, protecting the ocean eco-
logical environment, and developing the marine economy. 
At the same time, when machine learning and ocean data are 
combined, there are still problems such as inconsistent data 
standards, low data utilization, small application scope, and 
unclear algorithm usage. With the continuous development 
of machine learning and ocean observation technology, it is 
believed that in the future, the application range of machine 
learning and ocean data will be wider, the application will 
become cheaper and the application efficiency will be higher.
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